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Figure 1: Left: appearance of the Telewheelchair. Center: usage scene of our system in the library. Right: setup for evaluation.

ABSTRACT
Wheelchairs are essential means of transport for the elderly peo-
ple and the physically challenged. However, wheelchairs need
to be accompanied by caregivers. As society ages and the num-
ber of care recipients increases, the burden on caregivers is ex-
pected to increase. In order to reduce the burden on caregivers,
we present Telewheelchair, an electric wheelchair equipped with
a remote control function and computational operation assistance
function. The caregiver can remotely control the Telewheelchair
by means of a head mounted display (HMD). In addition, the pro-
posed system is equipped with a human detection system to stop
the wheelchair automatically and avoid collisions. We conducted a
user study on the wheelchair in four types of systems and investi-
gated the time taken to achieve tasks. Telewheelchair will enhance
geriatric mobility and improve society by combining human intel-
ligence and machine intelligence.
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1 INTRODUCTION
Wheelchairs are essential means of transport for elderly people
who have difficulty walking and for physically challenged per-
sons with limited mobility. Electric wheelchairs began to appear
on the market in the 1950’s. Even people with diminished muscu-
lar strength can easily control wheelchairs. However, for elderly
people who find it difficult to make correct judgments regarding
distance and similar factors, it is always necessary for carers to be
located near the wheelchair. An aging society is one of the criti-
cal global issues in recent times. In an aging society, the demand
for wheelchairs and carers increases. However, owing to the lack
of caregivers, the strain on carers is increasing. We need to con-
sider how to reduce the strain on caregivers. Therefore, we have
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endeavored to meet this challenge by developing a new electric
wheelchair system called Telewheelchair.

The fully automatic wheelchair is a sterling solution to elim-
inate the burden on caregivers accompanying user. If driving
and recognition of the environment is carried out automatically,
the caregiver need not constantly supervise the wheelchair user.
Furthermore, the psychological burden faced by person riding
a wheelchair is reduced if the wheelchair is operated by a ma-
chine without a caregiver’s help. However, fully automatic op-
eration is difficult, even while using technologies such as mod-
ern environmental sensors and artificial intelligence (AI). There-
fore, as a preliminary step, we proposed developing an electric
wheelchair combining human operation with automatic operation
using AI. AI performs object recognition and environment recog-
nition, and helps humans manipulates basic wheelchairs. In ad-
dition, the wheelchair is operable from a remote location. This
eliminates the need for a caregiver to physically move a heavy
wheelchair, thus further reducing the burden on the caregiver.

Telewheelchair (Figure 1 Left and Center) uses a VR system to
remotely control an electric wheelchair. We installed an object de-
tection system that employs deep learning, so that the wheelchair
automatically stops when a person is about to collide with it. We
conducted a user study (Figure 1 Right) on the operation of the
wheelchair in four modes (normal mode, standby mode, display
mode, and HMD mode) and investigated the achievement time of
the task.

The contributions of our study are as follows.

• We conducted experiments on the operability of the
wheelchair using an HMD and found that there was no sig-
nificant difference between operability in a straight line and
a right-angle curve.

• For remote operation, an immersive operation method us-
ing an HMD improved the stability more than an operation
using a large display.

• In realizing the semi-automatic operation of an electric
wheelchair (a hybrid of a human and a computer), we ex-
plored functions to be developed in future work.

2 RELATEDWORK
2.1 Automatic Operation of the Electric

Wheelchair
Since the 1990s, many researchers have been studying the auto-
matic operation of electric wheelchairs. Gundersen et al. [12] pre-
sented an electric wheelchair equipped with a remote-control sys-
tem via an HMD and an obstacle detection system with an ultra-
sonic sensor. Their system is very similar to the Telewheelchair
and can be considered a basic system in the automatic opera-
tion of a wheelchair. We retrofitted their system using low-cost
and simpler components by using general-purpose products and
technology. Pires et al. [21] explored the usability of wheelchairs
by conducting experiments on their operation using voice and
joystick, and on obstacle detection and collision detection. The
NavChair [17] has enhanced navigational functionality enabling
guided door passage and wall following in addition to obstacle
avoidance.Mazo [18] examined automatic driving by using various

methods for environmental recognition and user’s motion detec-
tion.

Some research focuses not only on designing a general-purpose
electric wheelchair but also on automatic operation of specific mo-
tions. DECoReS [13] can be driven using orders as "go straight,
fast" and "make a wide curve to the right". DECoReS can turn cor-
ners according to the user’s preference. Kobayashi et al. [16] uses
laser range sensors to move the electric wheelchair while keeping
a certain distance from the accompanying carer. Passengers can
communicate with their companions.

Many studies on automatic driving of wheelchairs have been
conducted, but there is no fully automatic electric wheelchair that
drive can without a human driver. Safety is important for elderly
people and people with disabilities. With current automatic driv-
ing technology, it is difficult to fully automate the wheelchair from
the viewpoint of safety. Therefore, we developed a semi-automatic
electric wheelchair combining human operation and automatic
driving.

2.2 Operation System of the Electric
Wheelchair

Many discussions on how to operate electric wheelchairs have
been conducted. The focus of these discussions is how care recip-
ients who cannot move their hands because of being bedridden or
paralyzed can handle a wheelchair. Popular methods involve oper-
ating wheelchair using electrooculography (EOG) and voice. Barea
et al. [3–5] identified the EOG using a neural network and oper-
ated an electric wheelchair. By corresponding to the direction of
the line of sight, it is possible to identify whether the wheelchair
is moving or stationary. Wastlund et al. [24] installed an obstacle
detection function in addition to the EOG operation system. Mazo
et al. [19] is a pioneer in the field of wheelchair operation using
voice command. They developed a method to transition the state
of the wheelchair via voice commands and perform various opera-
tions. Nishimori et al. [20] discriminated the voice command with
a discrimination rate of 98% and operated an electric wheelchair.
AI-Rousan et al. [1] used a neural network for voice recognition.

Various other methods are also used as operation systems for
electric wheelchairs. An electric wheelchair developed by Deli-
giannidis et al. [6] can be operated using hand gestures. Guedira
et al. [11] developed an electric wheelchair with a touch input
device or tablet for operation input, for users who cannot use a
joystick. Besides EOG, there is an electric wheelchair with elec-
tromyography (EMG) as input [8] and an electric wheelchair with
electroencephalogram (EEG) as input [10]. ExtendedHand [2] is a
system that allows a person riding in a wheelchair to manipulate
neighboring items using virtual extended hands. Shiomi et al. [23]
compares the comfort of an electric wheelchair with an ordi-
nary wheelchair to identify whether the elderly prefer a machine-
operated wheelchair.

There are few operation systems for electric wheelchairs using
VR. However, research on operation system for other vehicles ex-
ists. Flying head [14] operated by synchronizing the position of the
human head and the action of the unmanned aerial vehicle. An un-
manned aerial vehicle works in accordance with a human’s move-
ments such as walking, looking, and crouching. Forster et al. [9]
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developed stereoscopic 3D visualization in a fully immersive driv-
ing simulator and compared it with the driving simulator using
the display. Weidner at el. [25] performed the Lane Change Task
in a VR driving simulator and non-VR driving simulator and evalu-
ated the performance in both system. They showed that VR and 3D
driving simulators have significant advantages over conventional
simulators.

3 DESIGN
As we described in section 1, the fully automatic wheelchair is the
ideal solution to eliminate the burden on the caregiver who uses
thewheelchair. However, fully automatic operation is difficult with
current technology. We designed three scenarios based on the re-
sults of discussions with nursing care staff.

3.1 Scenario A
In scenario A the wheelchair is fully automatically operated. Re-
placing all wheelchair movements with the automatic operation
is the best way to reduce the burden on caregivers. The carer
does not need to push thewheelchair. Furthermore, conventionally
each wheelchair needed a single dedicated caregiver. However, if
a wheelchair could be operated automatically, one caregiver may
manage multiple wheelchairs. In addition, care recipients can nav-
igate to their favorite places without relying on their caregivers.
This leads to a reduction in the psychological burden of the care
recipient. Thus, in this scenario, elderly people and people with
disabilities can act with greater autonomy.

However, there are some challenges. The first issue is safety.
With current technology, it is difficult to fully recognize the en-
vironment and situation of the passenger. Therefore, unexpected
accidents and passenger injuries may occur. Also, in terms of cost,
it is difficult to install fully automatic operation systems in general
electric wheelchairs.

3.2 Scenario B
In order to solve the problems encountered in scenario A, we con-
sidered that not all functionality needs to be covered by auto-
matic driving; only certain specific functions could be automat-
ically driven. In scenario B, only some functions are automati-
cally operated. As a preliminary step of fully automatic operation,
we considered developing an electric wheelchair combining hu-
man operation and automatic driving. The proposed system, Tele-
wheelchair, performs object recognition and environment recogni-
tion using AI, to support human operation. Telewheelchair is not
fully automatic, so in dangerous situations, it can be controlled by
human operator. Also, by allowing a caregiver to operate from a re-
mote location, the caregiver does not need to physically move the
heavy wheelchair. This method wheelchair reduces the burden on
caregivers. The remote caregiver wears an HMD and operates the
wheelchair with the controller while watching the omnidirectional
image from the viewpoint of the wheelchair. As remote control
and obstacle detection are performed using images captured by a
general-purpose omnidirectional camera, cost is similar to that of
existing electric wheelchairs. As automatic driving technology de-
velops, the weight of manual operation decreases, the percentage

of automatic operation by AI increases, and it approaches scenario
A.

3.3 Scenario C
Scenario C is a scenario focusing on better operability in order
to make it easy to use the wheelchair in the field of nursing. We
demonstrated an electric wheelchair developed based on scenario
B to professionals in a nursing facility, and recorded their feedback.
In nursing workspaces, most staff members were unfamiliar with
the operation of the electric wheelchair and the operation of the
joystick. Therefore, many insightful opinions were given on the
operation system. Many professionals (nursing facility staff, 90%
of whom were women) answered that the joystick is difficult to
operate with respect to the operating system. This is considered to
be due to a large deviation from the driver’s consciousness, such as
a time lag until the wheelchair starts to move against factors such
as the stroke or reaction force, acceleration feeling, and straight-
ness. These should be regarded as important issues in other op-
eration systems for other such vehicles. In addition, most people
were using HMD for the first time and they felt a strong feeling of
strangeness when viewing the camera’s viewpoint. Several people
opined that they were more accustomed to controlling by arrang-
ing displays like a control room. The subjects pointed out that the
perception of the operation is weak as the user’s hand is not dis-
played at all in the image of the HMD. For staff who worked at a
nursing care workplace, we considered that it is necessary to ex-
amine the operation system so that it is easy to operate, even with
a controller and HMD that are unfamiliar objects for carers to use.
Therefore, in order to achieve scenario C which emphasizes oper-
ability, in this study, we performed an experiment comparing the
ease of operation of the four operation methods.

4 IMPLEMENTATION
Figure 2 and Table 1 present an overview of our system. The system
is divided into two parts: the electric wheelchair unit and the base
station for remote operation. The electric wheelchair is based on
TAO LIGHT II -m of AISIN SEIKI CO,. LTD. The extension frame is
attached to the handle of TAOLIGHT II -m and the omnidirectional
camera (RICOH R Development Kit) is attached at the tip of frame.
The wheelchair is 70 cm in width, 100 cm in length, 135 cm in
height, and the height of the lens of the omnidirectional camera
is 130 cm. A microcomputer is connected to the controller. The
microcomputer read the input of the joystick in the remote place
and output the operation signal to the electric wheelchair.

4.1 Remote Control System
Telewheelchair wirelessly transmits the omnidirectional image
from the electric wheelchair to the base station and the operation
signal from the base station to the electric wheelchair to allow re-
mote control. The operation signal was transmitted using Xbee ZB
S2C from Digi International K. K. The maximum indoor / urban
range is 60 m, and the maximum outdoor / line-of-sight range is
1200 m. We used CW-1 from IDX Company, Ltd. for transmitting
the omnidirectional image. Themaximum transmission distance of
CW-1 is 30 m. It can transfer full HD (1920 × 1080 pixels) images.
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Figure 2: Overview of our system.

Table 1: Specifications of the Telewheelchair.

Electric wheelchair TAO LIGHT II -m 1

(AISIN SEIKI CO,. LTD.)
22 inch, Max speed 6 km/h
width 70 cm, length 100 cm,

height 135 cm
Omnidirectional camera RICOH R Development Kit2

(Ricoh Co., Ltd.)
1920×1080 px

30 fps
Wireless transfer system Xbee ZB S2C3

(operation) (Digi International K.K.)
Wireless transfer system CW-14

(video) (IDX Company, Ltd.)
Head mounted display Oculus Rift CV15(Oculus VR, LLC.)

The remote operator wears the HMD (Oculus Rift CV1, Oculus
VR, LLC.) and operates the wheelchair with the controller (Oculus
touch). Our system control the electric wheelchair according to the
direction and inclination of the controller’s joystick. On the screen,
an arrow corresponding to the direction in which the joystick was
brought down was displayed so that the traveling direction could
be understood. In order to increase the operational perception, we
input the sound of the tire when the wheelchair is operated as a
tactile signal in the controller.

4.2 Operation Assistance System
Our system involves operation assistance with two kinds of com-
puter vision: automatic stop by object recognition and environ-
mental map creation by SLAM. These functions support the diffi-
culty in grasping the circumstances around the wheelchair when

1http://www.keepable.net/product/wheelchair/, (last accessed December 24, 2017. In
Japanese).
2http://ricohr.ricoh/en/, (last accessed December 24, 2017).
3https://www.digi.com/products/xbee-rf-solutions/2-4-ghz-modules/xbee-zigbee,
(last accessed December 24, 2017).
4http://www.idxtek.com/products/cw-1/, (last accessed December 24, 2017).
5https://www.oculus.com/rift/, (last accessed December 24, 2017).

it is being controlled remotely, compared with the case of operat-
ing the wheelchair by standing behind. The reason the ultrasonic
sensor is not used for these functions is that by sharing the image
of one omnidirectional camera with the three functions, we can
reduce the components we need to equip the wheelchair with. It
is also possible to add other functions such as computer vision.

YOLO [22] is a real-time object detection system using a sin-
gle neural network. Although the accuracy of detection is inferior
to that of approaches such as R-CNN, it is suitable for our sys-
tem because of its high detection speed. We modified the original
project program. When the area where the people label is detected
exceeds the threshold value, the system invalidates the operation
by the controller and stops the wheelchair. At the same time, we
show a warning on the display.

LSD-SLAM [7] is one of the visual SLAM approaches of the
monocular camera by ROS. This realizes a large-scale visual SLAM.
By using this, we create bird’s-eye view map of the area where the
wheelchair has moved, making it easy to visualize the surrounding
environment.

5 EVALUATION
We conducted a user study that runs the course by four operation
methods in order to investigate the operability of the remote op-
eration.

5.1 Participants
Twelve participants (four females, eight males, seven of whom
were members of our laboratory) aged between 19 and 24 years
(M = 20.75, SD = 1.78) participated in the experiment. All partic-
ipants had normal or corrected vision; five wore glasses and two
wore contact lenses. The average height of the participants was
166 cm (SD = 6.19). None of the participants had wheelchair users
amongst their family or friends.

5.2 Experimental Design
We created four operation methods and a course which has six
tasks. For each operationmethod, measure the task execution time.
We attached the reflectivemarkers to Telewheelchair for recording

http://www.keepable.net/product/wheelchair/
http://ricohr.ricoh/en/
https://www.digi.com/products/xbee-rf-solutions/2-4-ghz-modules/xbee-zigbee
http://www.idxtek.com/products/cw-1/
https://www.oculus.com/rift/
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Figure 3: Routes used in experiment.
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Figure 4: Four operation methods.

the locus of Telewheelchair using motion capture system by Op-
tiTrack. We also load a weight of 52.5 kg, i.e., the average bodily
weight of a 60-year-old woman. The speed limit of Telewheelchair
was 3 km/h.

The course is shown in Figure 3. The following six tasks (A-F)
are set in the course. Subjects continued running from the start to
the goal. Each task was selected from routine actions. The width
of aisles and doors were selected based on equipment standards of
nursing care facilities stipulated in Japan6. We selected the mini-
mum width from the facility standards. The width of the passage
was 1.4 m and that of the door is 0.8 m. We used chairs (width
60 cm, length 60 cm, height 100 cm) as obstacles.

Task A : Straight task Participants ride through the pas-
sageway 1.4 m wide and 6 m long. We measured the time
between the Telewheelchair entering the passageway and
reaching the end of it.

Task B : Right turn task Participants turns right at a cor-
ner 1.4 m wide. We measured the time between the Tele-
wheelchair entering the corner and reaching the end of the
corner.

Task C : Door task Participants pass the door 0.8 m wide
that is narrower than the passageway. They need to drive
the wheelchair such that they do not hit the wall. We hung
the sheets 0.3 m wide on each side of the 1.4 m wide pas-
sageway and created a 0.8 m wide door. We measured the

6http://www.mlit.go.jp/common/000234983.pdf, (last accessed December 24, 2017. In
Japanese).

time between Telewheelchair passing a point that is 1.4 m
before the door and reaching a point 1.4 m after the door

Task D : Left turn task Participants turns left at a corner
1.4 m wide. We measured the time between Telewheelchair
entering the corner reaching the end of the corner.

Task E : Rotation task Participants drive the wheelchair
around an obstacle in a clockwise direction.We place a chair
as the obstacle 2 m from the end of a passageway. We mea-
sured the between when Telewheelchair exiting the pas-
sageway and turning around the obstacle, until it returns
to the passageway.

Task F : Obstacle task Participants need to drive the
wheelchair so that it does not hit any obstacles. We place
four chairs as obstacles every 1.3 m from the end of
passageway. Participants could avoid the obstacles with
any route. We measured the time between Telewheelchair
exiting the passageway and reaching the goal of the route.

We set up four operation methods (Figure 4).
Normal mode This mode is a general operation method op-

erated with the handle of the wheelchair.
Standby mode Subjects operate with the controller by stand-

ing next to Telewheelchair.
Display mode Only the front part of the expanded whole

omnidirectional image is displayed on the display. Subjects
watch only this images and operate the wheelchair with the
controller.

HMDmode Subjects wear HMD and operate with controller.
Subjects can operate while watching the surroundings
freely.

5.3 Procedure
Each participant was briefly informed of the purpose of the study
and told that they could abort the study and take a break at any
time. Further, they were provided with a consent form to sign
and a demographics questionnaire to complete. Subjects traveled
the route (Figure 3) in four operation modes (Figure 4), respec-
tively. Four operation modes were randomly presented to each
subject. To identify potential influences on the results, the partic-
ipants also completed a Kennedy’s Simulator Sickness Question-
naire (SSQ) [15] immediately before and after the experiment of
display mode and HMD mode.

http://www.mlit.go.jp/common/000234983.pdf
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Figure 5: Result of operation path.

Task A: Straight task Task B: Right turn task Task C: Door task Task D: Left  turn task Task E: Rotation task Task F: Obstacle task

* *****

Normal Standby Display HMD ***: p < 0.05 : p < 0.01

Figure 6: Result of operation time for tasks.

Normal mode Normal mode is the operation method in
which Telewheelchair is operated directly using a handle.
At first, participants are given a maximum of 5 min to prac-
tice. After that, they drive the test course.

Standby mode Standby mode is the operation method in
which the participants stand next to the Telewheelchair and
control it with a controller. At first, participants are given a
maximum of 5 min to practice. After that, they drive the test
course.

Display mode Display mode manipulates the wheelchair
while watching the display image of only the front part of
the omnidirectional image. Participants use the controller
to operate the wheelchair and they do not look at the
wheelchair directly. At first, participants are given a max-
imum of 5 min to practice. They answered the SSQ before
driving through the test course. After driving through the
test course, they answered the SSQ.

HMDmode HMD mode manipulates the wheelchair while
wearing the HMDwith the controller. Participants can look
around the omnidirectional image. At first, participants are
given a maximum of 5 min to practice. They answered the
SSQ before driving through the test course. After that, they
drove the test course and answered SSQ.

At the end of each operation mode, the participants answered
two questions. The first question is the difficulty of operation the
wheelchair, on a five-level Likert scale. The second question is
the discomfort in the relationship between wheelchair control and
wheelchair movement, on a five-level Likert scale. For each ques-
tion, we made a free writing field. Participants ranked each opera-
tion in order of ease of the operation method after testing the four
operation modes.

6 RESULT
6.1 Simulator Sickness Questionnaire (SSQ)
We analyzed the SSQ scores with t-test, and did not find any signif-
icant difference between pre-SSQ and post-SSQ scores in display
mode and HMD mode. In display mode, SSQ total scores before
the experiment averaged 23.7 (SD = 38.1), and the average post-
experiment total score was 22.4 (SD = 24.0). In HMD mode, SSQ
total scores before the experiment averaged 27.7 (SD = 20.7), and
the average post-experiment total score was 38.0 (SD = 44.4).

6.2 General Results and Statistical Analysis
The operation path of all participants under all conditions is shown
in Figure 5. The operation time for each task under all conditions
is shown in Figure 6.

At first, we calculate the time required for each task from the
data of the motion capture. We excluded data that is over +2.5SD
from the time required for each task as outliers. Five data points
were excluded from 72 data points (12 participants × 6 tasks). We
analyzed the time required for each task, in the standby mode, dis-
play mode, and HMD mode, using Friedman’s test and multiple
comparison. We used SPSS Statistics version 24 for analysis. It is
obvious that there is a difference in the time required, between
the normal mode and other control mode because there is a differ-
ence the velocity of the wheelchair people are pushing and electric
wheelchair. Thus, we did not include normal mode in the analysis.

The times required for each task in normal mode were shorter
than those in other control modes. There were no significant dif-
ferences in right turn task and door task (Right turn task: χ2(2, 12)
= 0.667, n.s.; Door task: χ2(2, 12) = 0.167, n.s.).
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There was significant difference in straight task (χ2(2, 12) =
8.167, p < 0.05). The result of multiple comparison was that the
time required of HMD mode is longer than that in standby mode
(p < 0.05) in the straight task.

There was significant difference in left turn task (χ2(2, 12) =
6.500, p < 0.05). The result of multiple comparison was that the
required time of display mode is longer than HMDmode (p < 0.05)
in left turn task.

It was found that there was no difference in the required time
for many tasks of each operation mode in straight, right turn, door,
and left turn tasks. However, there was a significant difference
in rotation and obstacle task (Rotation task: χ2(2, 12) = 15.167,
p < 0.01; Obstacle task: χ2(2, 12) = 9.500, p < 0.01). The result of
multiple comparison was that the time required for display mode
is longer than that in standby mode (p < 0.01) in rotation and
obstacle task. As compared to the normal, standby, display, and
HMD modes stagger the pathways of straight and curve. In dis-
play mode, participants operated the wheelchair to turn at right
angles around the obstacles in rotation and obstacle tasks. In other
modes, participants operated thewheelchair to turn around the ob-
stacles smoothly. The times required for rotation and obstacle tasks
in display mode is longer than those in standby mode because it
take more time to turn at right angles around the obstacles.

6.3 Qualitative Results
Figure 7 shows the questionnaire results. There was significant
difference in answers relating to the difficulty of the operation
(χ2(2, 12) = 14.800, p < 0.01). The result of multiple comparisonwas
that operations using display mode are more difficult than normal
mode (p < 0.01). There were significant differences in responses
related to the feeling of discomfort between movement and oper-
ation (χ2(2, 12) = 16.851, p < 0.01). The result of multiple compari-
sonwas that the operation of displaymode causesmore discomfort
than operations in normal mode (p < 0.01). Many participants said
normal mode was the easiest in which to operate the wheelchair.
Standby mode was considered second-easiest. Display and HMD
modes were ranked third and fourth in terms of ease-of-use, but
the ranking differed amongst participants. Participants who are fa-
miliar with VR found HMD mode easier than display mode, while
participants using VR for the first time felt that display mode is
easier than HMD mode.

P1, P5, and P8 felt that the normal mode made them more tired
than other control modes because in normal mode, they needed
to control the heavy wheelchair manually. P1, P4, P8, P9, P11, and
P12 felt that display mode was difficult to operate the wheelchair
because it difficult to visualize the distance from the wall. P8 and
P9 perceived a time delay in the video and control in HMD mode.

7 DISCUSSION
7.1 Required Time for Operation
We researched the time required for each task. In straight, door
and curve tasks, there is no significant difference between standby,
display and HMD modes. However, display mode takes more
time than standby mode during operations including turning
over 90 degrees. It is caused by participants attempting to turn
squarely around the obstacles at display mode. They could turn

(a) Difficulty of the operation.

(b) Feeling of discomfort between movement and operation.

(c) Ease of the operation.
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Figure 7: Qualitative results.

the wheelchair diagonally because they could look around it at
standby mode and HMD mode. However, we consider that they
operated the wheelchair to turn squarely because they could not
look around wheelchair in display mode. Therefore, it can be said
that there is no difference in any operation mode as long as only
straight ahead and right-angle curve paths are considered. How-
ever, we believe that standby mode and HMD mode are superior
to display mode in an environment that include not-right-angle
curves.
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7.2 Difficulty in Operation
We enquired about the difficulty of the operation and feeling of
discomfort between movement and operation as part of the qual-
itative evaluation. From the result, we found that display mode is
more difficult than normal mode. We consider that this is caused
by difficulty in sensing the perspective in display mode. It shows
that standby mode and HMD mode are superior to display mode
from the point of view of difficulty of the operation.

Some participants felt that operating the wheelchair was dif-
ficult. There were some opinions that it was difficult to obtain
perspective-related information in at display mode and HMD
mode. The image shown on display is distorted with wide angle
lens in order to be able to indicate a wide range of wheelchair
viewpoint on a single display. We consider that participants could
not sense the perspective because of distortion. To solve this
problem, we need to use multiple displays to show a wide-angle
view without distortion. In HMD mode, the operator is unable
to see the binocular vision even if they use the HMD because
we use a monocular omnidirectional camera to record the view
from the wheelchair. Therefore, participants could not get accu-
rate perspective-related information. We need to use the 3D om-
nidirectional cameras to realize binocular vision.

In addition, some participants perceived a delay between the
operation of the controller and the movement of the actual
wheelchair. The base wheelchair of Telewheelchair is accelerated
slowly to prevent a jump start even if the controller moves sud-
denly. Therefore, some participants who try to control the electric
wheelchair feel that it is slow to accelerate. In addition, the de-
lay also occurs due to video transmission and image processing
in Unity. When the operator performs an operation to turn, they
feel a sense of incongruity of operation. To resolve this, we need
to add image processing functionality such as pre-move the image
to offset the gap between the wheelchair’s movement and image
delay.

We also found that standby mode and HMD mode have similar
difficulty of control. Therefore, we can choose the operation mode
depending on the use case. Operators could use HMD mode when
they control thewheelchair remotely and standbymodewhen con-
trolling the wheelchair while standing near it. Standby mode re-
duces the burden of the care giver because it needs lower human
power than control the wheelchair manually.

7.3 Limitation
The transmission distance in the current system extends up to
30 m, depending on the specification of the wireless device. We
cannot operate wheelchairs when there is a physical barrier be-
tween them and their controllers. In the current system, we com-
municate with wheelchair directly via the wireless device on it.
We need to use Wi-Fi or 4G network to enable functionality over
longer transmission distance.

In case where a caregiver remotely controls thewheelchair, they
could not correspond if the care recipient on awheelchair performs
dangerous actions. Thewheelchair user may operate the controller
attached to the wheelchair, or suddenly stand up or fall down. In
order to allow caregivers to monitor the state of the wheelchair

user, it is necessary to attach the camera that photographs the care
recipient or a sensor that detects motion.

8 CONCLUSIONS
We developed a novel electric wheelchair system, called Tele-
wheelchair, that includes remote control and AI support. In this
study, we experimented with four operation modes to evaluate
controllability. We found that HMD mode is superior as com-
pared to using display mode to control a wheelchair remotely.
We also found that the method to operate while standing next to
the wheelchair is as useful as using HMD. In future, we can en-
hance the functionality of the system by adding an AI function
and certain other functions that are crucial in nursing care sites
in order to reduce the burden of the caregivers. We believe that
Telewheelchair can contribute significantly towards improving the
quality of life of wheelchair users while keeping them safe, and si-
multaneously aid caregivers in their responsibilities.
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