Telewheelchair: The Intelligent Electric Wheelchair System Towards Human-Machine Combined Environmental Supports
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Figure 1: Left: The Telewheelchair. Center: Usage scene in the library. Right: System overview.
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1 INTRODUCTION
In this paper, we propose a telepresence system that is able to provide care from a remote location by implementing functions such as object recognition on a wheelchair (Figure 1 Left). In conventional remote control robots, the operator controls the system while receiving feedback from cameras mounted on the robot [Gundersen et al. 1996]. However, this operating method cannot capture the full environment around the system, even if we use wide FOV cameras, such as omnidirectional cameras. This leaves the operator with incomplete feedback. In order to utilize the telepresence system safely, it is necessary to solve the problem of the blind spot of the user. Further, human operators are limited by their attention span. The reaction time of the computer is greater than that of humans.

In this study, we implemented a telepresence system based on the head mounted display (HMD), object recognition by YOLO [Redmon et al. 2016], and environment recognition by SLAM [Caruso et al. 2015] to an electric wheelchair; this system allows the detection of the condition around the wheelchair and the presence of pedestrians close to the wheelchair. It is also possible for the remote operator to communicate with person(s) near the wheelchair via a camera, microphone, and speaker mounted on it.

2 IMPLEMENTATION
Figure 1 (Right) shows an overview of our system. The system is divided into two parts: the electric wheelchair unit and base station for remote operation. The electric wheelchair has an omnidirectional camera and HDMI wireless transmission device for transmitting live images to the base station. The base station is comprised of three desktops, and it is used for HMD control, object detection by YOLO, and environment recognition by SLAM. The video transmitted from the omnidirectional camera (Theta S; Ricoh Company, Ltd.) mounted on the wheelchair is distributed to three computers by the HDMI splitter. The remote operator wears the HMD and operates the wheelchair with the controller. The wheelchair will stop when an obstacle such as a pedestrian is detected in the surrounding by environment recognition by YOLO and SLAM. The remote operator and the wheelchair user are able to switch control actively.
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